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Introduction & Motivation Implementation Outlook
e Software simulation of distributed real-time systems 1s e Virtual dual port memory (DPM) connects the host with * The Linux network stack does not fulfill the timing re- * The microcontroller 1s planned to be replaced by a spe-
established for design and reconfiguration phases the microcontroller quirements for precise frame transmission and recep- cial network interface card with a hardware time stamp-
* Cluster simulation 1s useful by simulating not available * The simulation environment 1s separated on two ded- tion in the lower microseconds range ing unit and a higher bandwidth
hardware during integration and setup phases icated CPU cores that communicate via the Message e Sending frames 1s accomplished with the high-resolution A further investigation on how the simulation can ben-
« Environments for cluster simulation generally use ded- Passing Intertace (MPI) scheduler of the microcontroller efit from multicore parallelisation will be applied
icated and expensive real-time hardware platforms e To minimise latency and jitter the Linux real-time Ker- * The reception of frames in the simulation has to be pri- * The utilised real-time Kernel patch and other Linux
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